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We present results from simulations performed to investigate the effects of dopant radiative cooling in
inertial confinement fusion indirect-drive capsule implosion experiments. Using a one-dimensional radiation-
hydrodynamics code that includes inline collisional-radiative modeling, we compute in detail the non–local
thermodynamic equilibrium atomic kinetics and spectral characteristics for Ar-doped DD fuel. Specifically, we
present results from a series of calculations in which the concentration of the Ar is varied, and examine the
sensitivity of the fuel conditions �e.g., electron temperature� and neutron yield to the Ar dopant concentration.
Simulation results are compared with data obtained in OMEGA indirect-drive experiments in which mono-
chromatic imaging and spectral measurements of Ar He� and Ly� line emission were recorded. The incident
radiation drive on the capsule is computed with a three-dimensional view factor code using the laser beam
pointings and powers from the OMEGA experiments. We also examine the sensitivity of the calculated
compressed core electron temperatures and neutron yields to the radiation drive on the capsule and to the
radiation and atomic modeling in the simulations.
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I. INTRODUCTION

In indirect-drive inertial confinement fusion �ICF� experi-
ments, intense x-ray radiation bathes a spherical capsule lo-
cated at the center of a Hohlraum �1�. The capsule consists of
a low-Z shell, or ablator, enclosing an initially low-density
gas composed of DD or DT �the fuel�. Ablators are typically
composed of CH, Be, or CH polymers, which are sometimes
doped with small concentrations of mid-Z elements �e.g., Ge
or Cu� to absorb high-energy ��1–3 keV� photons that can
preheat the fuel and degrade the implosion. The x rays rap-
idly heat the outer portion of the capsule, causing it to ablate
radially outward. The inner part of the shell accelerates radi-
ally inward, due to conservation of momentum, and com-
presses the fuel.

Laser-driven indirect-drive ICF experiments have been
performed at several large laser facilities, including OMEGA
�2–8�, NOVA �9–14�, and GEKKO �15,16�, and will be per-
formed in the future at the National Ignition Facility �NIF�
�17�. In laser-driven Hohlraum experiments, laser beams en-
ter a cylindrical Hohlraum composed of high-Z materials
�typically Au�. The laser beams heat the Hohlraum walls and
produce a high-temperature ��200–300 eV� quasi-
Planckian spectrum that irradiates the capsule. Recently,
z-pinch-driven ICF experiments have been performed at the
Z-pulsed-power facility to investigate the z-pinch dynamic
Hohlraum �18–23� and vacuum Hohlraum �24,25� concepts
for driving an ICF capsule. Both of these concepts utilize x
rays generated by high-current z pinches to drive the capsule
implosion.

Diagnosing conditions attained in the compressed fuel is a
critical aspect of ICF capsule implosion experiments. A com-
mon diagnostic technique is to add small concentrations of a
mid-Z dopant �e.g., Ar� to the fuel, and measure the

emission—either spectroscopically or by imaging—from the
dopant. In the case of Ar dopants, measuring the intensity
ratio of the He-� �1s3p 1P→1s2 1S� and Ly-� �3p→1s�
lines provides a means of determining the temperature. At
somewhat lower temperatures, the intensity ratios of the
He-� resonance line to its Li-like satellites
�1s 2� 3p→1s2 2�� provide a temperature-sensitive diagnos-
tic. Electron densities can be determined from the widths of
Stark-broadened lines. In addition, neutron diagnostics and
charged-particle spectroscopy �26,27� provide additional in-
formation on ion temperatures and fuel densities during the
compression and burn phases of the implosion. Each of the
above diagnostic methods has been used to provide a spa-
tially averaged—and in some cases time-averaged—measure
of the compressed fuel conditions.

Monochromatic imaging of prominent resonance lines in
conjunction with recording high-resolution spectra
�16,28–32� offers the potential of determining the spatial dis-
tribution of the plasma conditions in the compressed cores of
ICF capsules. By separately imaging the emission in narrow
spectral bands about the He-� and Ly-� lines, the radial
distribution of electron temperature Te�r� and electron den-
sity ne�r� can be inferred. Such measurements have been
obtained in experiments at GEKKO �16,28� and OMEGA
�29–32�, and have been analyzed using a combination of
Abel inversion and genetic algorithm techniques. To be ac-
curate, analysis procedures must include effects of non–
Local thermal equilibrium �LTE� collisional-radiative
processes—including photoexcitation—and opacity in com-
puting the emission from the spatially dependent plasma dis-
tribution �11�.

The use of dopants to provide spectroscopic or imaging
signatures for laboratory plasmas is a widely used technique
that provides critical data for diagnosing plasma conditions.
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Ne, Ar, Kr, and Xe dopants have been extensively used to
diagnose conditions in capsule implosion experiments. When
using such dopants, the dopant concentration must be high
enough to produce a measurable and useful diagnostic sig-
nal; thus, the required emission intensity depends on avail-
able instrumentation and experimental geometry, as well as
experimental requirements for space and time resolution.
However, it is also desirable that the dopant concentration be
low enough that it does not significantly alter the dynamics
of the capsule implosion and the resulting plasma conditions
in the compressed core. Using a lower dopant concentration
also has the advantage of reducing the optical depths of
strong lines used in spectroscopic analyses. Radiative cool-
ing by the dopant ions can potentially result in reduced tem-
peratures and neutron production in compressed cores.
Therefore, there are significant tradeoffs in determining the
appropriate dopant concentration for experiments. Due to the
fact that the influence of radiative cooling depends on the
size of the capsule as well as the temperatures and densities
achieved in the compressed core, the optimal dopant concen-
tration will depend on the capsule parameters and radiation
drive in the experiment.

Quantitative simulation of the effects of dopant radiative
cooling in laboratory plasma experiments has presented sig-
nificant challenges due to several issues. First, in many cases
the dopant is not in local thermodynamic equilibrium. In this
case, the atomic level populations, which determine the
plasma emission and absorption properties, are not simply
obtained through the use of the Saha equation and Boltz-
mann statistics �33�. Instead, they are determined from the
solution of a coupled set of atomic rate equations, which in
turn require computation of the collisional and radiative tran-
sition rates between atomic energy levels. Second, radiative
cooling is often dominated by bound-bound transitions �or
line radiation�. The frequency dependence of the plasma
emissivity and opacity exhibits extreme variations, with
strong emission and absorption in the narrow cores of strong
lines, and relatively weak emission and absorption in the far
wings of lines and in the continuum. As a result, the plasma
can be optically thick in the cores of strong lines, but opti-
cally thin over other parts of the spectrum. This is the case
for doped capsule implosion experiments �9–11�. In this situ-
ation, the use of multigroup opacities—which average the
wavelength-dependent absorption over a relatively large
wavelength band—for computing the transport of radiation
through the plasma can potentially be inaccurate. This is par-
ticularly true when performing two-dimensional �2D�
radiation-hydrodynamics simulations because CPU require-
ments necessitate the use of a relatively small number of
lower-resolution frequency groups. Third, when radiative
cooling affects the overall energetics and dynamics of the
plasma, it must be modeled appropriately within the
radiation-hydrodynamics simulation. If radiative cooling
rates are overestimated in capsule implosion simulations,
predictions for the core electron temperature and neutron
yield will generally be too low.

Below, we present results from an investigation of the
effects of dopant radiative cooling on the core conditions
achieved in ICF capsule implosions. In this study, we have
performed a series of numerical simulations using a 1D

radiation-hydrodynamics code which includes inline
collisional-radiative algorithms for modeling non-LTE
atomic kinetics �HELIOS-CR�. Initial calculations using
HELIOS-CR to simulate the dynamics of Ar-doped capsule im-
plosions have been described elsewhere �34�. In particular,
we examine in this paper the dependence of the compressed
core conditions and neutron yield on the concentration of
argon dopant in the fuel. Our results are compared with data
obtained in indirect-drive capsule implosion experiments
performed at OMEGA �29–32�. These data include mono-
chromatic imaging and spectral measurements of the Ar
He-� and Ly-� lines, as well as neutron yields. In addition,
we discuss the sensitivity of simulation results to modeling
of atomic level populations �LTE vs non-LTE�, and to how
the frequency dependence of the emissivities and opacities
are treated.

We also investigate the characteristics of the radiation
field incident on the capsule surface. In doing this, we used a
3D view factor code to examine the radiation drive flux and
symmetry for the beam pointings used in the OMEGA ex-
periments. Simulation results are presented showing the dif-
ferences between the radiation drive temperature seen at the
capsule surface and the Hohlraum radiation temperature in-
ferred from measurements of the absolute flux viewed
through one of the laser entrance holes. Simulations were
also performed with and without Hohlraum wall motion to
assess the effects of laser spot motion on the capsule radia-
tion symmetry in the experiments. In addition, we examine
the effect of Be patches—placed in the Hohlraum wall to
provide a diagnostic line of sight for viewing x-ray emission
from the implosion—on the capsule radiation symmetry.

This paper is organized as follows. In Sec. II we discuss
modeling of the radiation flux incident onto the capsule in
the OMEGA experiments. In Sec. III, we discuss the algo-
rithms used in the radiation-hydrodynamics simulations.
Simulation results are presented in Sec. IV and compared
with experimental data. The main results of this study are
discussed in Sec. V.

II. HOHLRAUM RADIATION FLUX INCIDENT
ON THE CAPSULE

Below, we describe numerical simulations of well-
characterized indirect-drive capsule implosion experiments
�29–32� performed at the OMEGA 60-beam laser facility at
the University of Rochester’s Laboratory for Laser Energet-
ics. In these experiments, a 255-�m-radius capsule is located
at the center of a cylindrical Au Hohlraum with a length of
2500 �m and diameter of 1600 �m. Beryllium patches
were located over 200-�m-radius holes drilled into the
Hohlraum wall to provide for a diagnostic line of sight
perpendicular to the Hohlraum axis for viewing capsule
x-ray emission. Thirty beams entered the Hohlraum through
1200-�m-diameter laser entrance holes �LEHs� located at
the ends of the cylindrical Hohlraum �see Fig. 1�. The beams
were arranged in two beam cones on each side of the
Hohlraum, five in cone 2 and ten in cone 3, with entrance
angles of 42.02° and 58.85° with respect to the Hohlraum
axis, respectively. Each beam was directed at the center of
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the LEH. The cone 2 and cone 3 beams were defocused
distances of 800 and 1480 �m outside of the LEH, respec-
tively. The experiments were performed using 1 ns flat-
topped beam profiles with a nominal uv energy of 500 J per
beam.

To determine the time- and frequency-dependent radiation
flux incident onto the capsule, we used a 3D view factor
code �VISRAD� �35�. VISRAD computes the spatially depen-
dent radiation flux about a 3D grid of surface elements using
a steady-state power balance model and material-dependent
radiation reflection fractions �or albedos�. Laser beam energy
deposition is computed using realistic space and time profiles
for the beams, in conjunction with 3D ray-trace algorithms
for determining beam-target intersections. The target compo-
nents in the VISRAD calculation—i.e., the Hohlraum, capsule,

and Be patches—are modeled as a discretized grid of surface
elements. In these simulations, the time-dependent Au albedo
��t� is based on 1D radiation-hydrodynamics �HELIOS� simu-
lations of a Au foil exposed to a radiation drive consistent
with that in the OMEGA experiments �see Fig. 2�. The albe-
dos for the CH capsule and Be patches were 0.3. The x-ray
conversion efficiency �x�t� for the Hohlraum wall is based
on a simple model that rises to 0.55 at 0.2 ns into the laser
pulse, and then remains constant. This choice of ��t� and
�x�t� provides very good agreement with Dante temperatures
measured in a similar set of Hohlraum experiments at
OMEGA �36,37�.

In the VISRAD calculations, we used the experimental val-
ues for the beam energy recorded for each of the individual
laser beams in one of the OMEGA shots. Using the actual
beam energies as opposed to the nominal beam energies had
very little effect on the computed radiation symmetry on the
capsule, and only a modest reduction in the drive tempera-
ture, as the mean beam energy was 485 J per beam �com-
pared with the nominal beam energy of 500 J per beam�.

The laser beam pointings for the OMEGA experiment
were chosen to optimize the symmetry of radiation incident
on the capsule. The calculated radiation asymmetry at the
capsule surface was characterized by fitting the computed
flux distribution to a simple expansion in Legendre polyno-
mials:

Qi = a0 + a2P2�cos �� , �1�

where P2�cos �� is the second Legendre polynomial, and � is
the polar angle measured with respect to the Hohlraum axis.
The values of the coefficients a0 and a2 were obtained from
fits to the VISRAD results at individual simulation times.

Figure 3 shows the time dependence of the ratio a2 /a0 for
two cases. The dotted curve represents results in which the
Hohlraum wall—and therefore the location where the laser
beams intersect the wall—was assumed to be stationary. In

FIG. 1. �Color online� Image showing a target-capsule-laser
beam geometry in OMEGA indirect-drive experiments. The Be
patches �blue� were placed in the Hohlraum wall to provide diag-
nostic access to x-ray emission from the target.

FIG. 2. Time-dependent albedo for the
Hohlraum wall used in computing radiation flux
distribution throughout the Hohlraum.
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this case it is seen that a2 /a0 drops below zero at t�0.2 ns,
indicating that the radiation flux at the capsule equator is
higher than at the poles. The slow steady decrease in a2 /a0
with time is due to the slowing increase of albedo of the
Hohlraum wall. The solid curve in Fig. 3 represents results
from a simulation in which the Hohlraum radius was as-
sumed to decrease with time. This was done to mimic the
effects of laser “spot motion,” which arises due to ablated Au
plasma moving inward toward the Hohlraum axis. The in-
ward movement of the Hohlraum wall was estimated from
the calculated motion of the critical surface in 1D radiation-
hydrodynamics �HELIOS� simulations of a laser-heated Au
foil. Using this simple approach, the Hohlraum radius
shrinks from its initial value of 800 to 788 �m at t=0.5 ns,
and to 735 �m at t=1.0 ns. Figure 3 shows that when the
movement of the wall is included, a2 /a0 increases steadily at
t�0.5 ns, and turns positive at t�0.7 ns, indicating that the
incident flux at the capsule poles is higher than at the equa-
tor. This occurs because the location of the laser hot spots, as
seen by the capsule pole, shifts to an angle more toward the
LEH, and therefore the hot spot region covers a greater solid
angle �as viewed from the pole�. While wall motion has a
pronounced effect on capsule radiation symmetry, it pro-
duces only a modest ��1% � increase in radiation drive tem-
perature. Throughout the remainder of this paper, Hohlraum
radiation results will be based on VISRAD simulations with
wall motion and utilizing the measured OMEGA beam ener-
gies.

Figure 4 shows a contour plot of the incident radiation
flux onto the capsule surface at a simulation time of t
=0.7 ns. The corresponds to the time when a2 /a0�0 in Fig.
3. Note that the flux exhibits deviations of approximately
±5% about a mean of 115 TW/cm2. The areas of relatively
low flux �indicated in blue� correspond to locations on the
capsule “below” the Be patches in the Hohlraum wall. In
calculations without the Be patches, the radiation flux at
these points is approximately 117 TW/cm2. Thus, the low
albedo of the Be patches can perturb the symmetry of the
radiation on the capsule by �7%.

Figure 5 shows the calculated radiation drive temperature
on the capsule �TR, where �TR

4 =Finc� as a function of time
�solid curve�. This curve is based on the calculated flux at a
point midway between the pole and equator, and this drive
temperature is typically within 1–2 % of the pole and equator
values. Figure 5 also shows the simulated Hohlraum tem-
perature that would be inferred by a detector located at the
position of Dante �located at an angle of 37.4° with respect
to the Hohlraum axis�. Dante, an absolutely calibrated x-ray
diode array which measures the absolute radiation flux from
the Hohlraum �38�, views the Hohlraum wall through one of
the LEHs and has a line of sight that views both laser hot
spots and reradiated emission from the Hohlraum walls. Fig-
ure 5 shows that the simulated Dante-inferred temperature is
11–13 eV higher than the drive temperature on the capsule
throughout much of the laser pulse. This corresponds to a
�6–7 % higher temperature and a �25–30 % higher radia-
tion flux. The magnitude of this difference depends on the
pointing and focusing of laser beams in a particular experi-
ment, as well as the target geometry �36,37�. Nevertheless,
the results show that utilizing the Hohlraum temperature in-
ferred by Dante as the radiation temperature to drive the
capsule in indirect-drive capsule implosion simulations is
subject to significant inaccuracies.

In the radiation-hydrodynamics simulations discussed be-
low, we use the time- and frequency-dependent radiation flux
calculated with VISRAD to drive the implosion. To test the
sensitivity of our results to the radiation drive, we performed
calculations in which the incident radiation flux was reduced
using a constant multiplier of 0.9 in one case and 0.8 in
another. The dash-dotted curve in Fig. 5 shows the radiation
drive temperature for the case in which the flux is reduced by
10%. Note that this difference is relatively small compared to
the difference between the calculated radiation drive on the
capsule and the simulated Dante temperature.

III. RADIATION-HYDRODYNAMICS MODELING

To simulate the dynamics of capsule implosions, we use
HELIOS-CR, a 1D radiation-hydrodynamics code that in-

FIG. 3. Calculated time-dependent radiation
asymmetry at the surface of the spherical capsule.
The coefficients in the Legendre polynomial ex-
pansion, a0 and a2, are determined from fitting
VISRAD results for the distribution of incident flux
about the capsule. Solid curve, results with
Hohlraum wall motion. Dotted curve, results with
stationary Hohlraum wall.
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cludes inline collisional-radiative physics algorithms for
modeling non-LTE atomic kinetics �39�. HELIOS is a 1D La-
grangian hydrodynamics code �i.e., the mass in each volume
element remains fixed�, which solves single fluid equations
of motion with pressure contributions from electrons, ions,
and radiation. Plasma energetics is treated using a two-
temperature model, with separate ion and electron tempera-
tures. Thermal conduction is treated using Spitzer conduc-
tivities and a flux-limited electron conduction model �40�.
Radiation emission and absorption terms couple the electron
energy equation to the radiation transport equations. Fusion
rates for D+D→ 3He+n reactions are computed using the
density of deuterium nuclei and the fuel ion temperature for
each volume element. All neutrons are assumed to escape the
capsule. Detailed transport of neutrons and � particles is not
considered here, as target dimensions are small and yields
are sufficiently low that fusion particle transport can be ne-
glected.

Radiation transport models in HELIOS include flux-limited
radiation diffusion, and a multiangle model �41�. Flux-
limited diffusion is used for the spherical geometry calcula-
tions discussed below. Emission and absorption terms in the
radiative transfer modeling utilize either �a� Rosseland and

Planck multigroup opacities �i.e., averaged over wavelength
bands that are large compared to the widths of individual
lines�; or �b� frequency-dependent emissivities and absorp-
tion coefficients calculated on a discretized frequency grid
that resolves line profiles. The latter is used when utilizing
inline collisional-radiative modeling, while the former as-
sumes LTE. The incident radiation field at the outer bound-
ary of the capsule was specified using results from VISRAD

simulations �discussed above�.
In the simulations discussed in this paper, when using the

multigroup radiation diffusion model a total of 200 fre-
quency groups were used. Multigroup opacity tables for each
of the materials used in the simulations were generated using
the PROPACEOS code. PROPACEOS utilizes the same physics
algorithms for computing plasma radiative properties as
HELIOS-CR, as well as the SPECT3D and PRISMSPECT �42�
collisional-radiative packages. SESAME tables �43� were
used to supply equation of state table data.

When using inline collisional-radiative modeling within
HELIOS-CR, non-LTE atomic level populations are updated by
solving a coupled set of atomic rate equations. The rate equa-
tion for atomic level i can be written as

FIG. 4. �Color online� Contour plot of incident radiation flux onto the capsule calculated at a simulation time of 0.7 ns. The positions of
relatively low flux �in blue� correspond to points on the capsule below the Be patches on the Hohlraum wall. The peak-to-value differences
in flux are 10%.
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dni

dt
= − ni�

i�j

NL

Wij + �
i�j

NL

njWji, �2�

where Wij and Wji represent the depopulating and populating
rates between levels i and j, ni is the number density of level
i, and NL is the total number of levels in the system. For
upward transitions �i	 j�,

Wij = �neCij + BijJij �excitations� ,

ne
ij + �ij + �ij �ionizations� ,
	 �3�

while for downward transitions �i� j�,

Wji = �neDji + Aji + BjiJij �deexcitations� ,

ne
2 ji + ne�� ji

RR + � ji
DR� �recombinations� ,

	 �4�

where ne is the electron density; Jij is the frequency-averaged
mean intensity of the radiation field over a line profile; Cij,

ij, Dji, and  ji are rate coefficients for collisional excitation,
ionization, deexcitation, and recombination; Aji, Bij, and Bji
are Einstein coefficients for spontaneous emission, and
stimulated absorption and emission; �ij is the photoioniza-
tion rate; �ij is the autoionization rate; � ji

RR is the radiative
recombination rate coefficient; and � ji

DR is the dielectronic
recombination rate coefficient �or, in the case of treating di-
electronic recombination using explicit autoionization levels,
the electron capture rate coefficient�. In calculating photoex-
citation and photoionization rates, frequency- and spatially
dependent mean intensities J��r� are used.

Continuum lowering effects are modeled using an occu-
pation probability model �44�, supplemented by the ioniza-
tion potential depression formalism of More �45�. The occu-
pation probability model produces a continuous reduction in
the effective statistical weights of energy levels with increas-
ing density, so that the relatively high-n states cannot be
populated at high densities. This occupation probability for-
malism compares favorably with results from ion microfield

calculations of argon at high densities �46� using the APEX
code �47�. The ionization energy thresholds are depressed
using the More model, which results in an enhancement of
ionization rates and a shift in the location of bound-free
edges in computed spectra.

In our Ar-doped capsule implosion calculations, radiation
is transported using multigroup �LTE� opacities for the CH
and polyvinyl alcohol �PVA� layers, and also for the
Ar-doped DD until an electron temperature of 200 eV is
achieved in the core. Once a temperature of 200 eV is
reached at any location in the fuel, the inline atomic kinetics
modeling in turned on. This is done in order to reduce com-
putational time requirements, and is justified by the fact that
radiation losses from the core do not become significant until
relatively high temperatures are achieved. To check the va-
lidity of this assumption, test calculations were performed in
which the non-LTE atomic kinetics modeling was turned on
at lower temperatures �T=50 eV�, with no discernible differ-
ences in results.

The atomic model for Ar in the inline collisional-radiative
calculations consisted of approximately 1400 levels distrib-
uted over all ionization states of Ar. These levels, however,
were bundled into �100 levels in a manner that depended on
ionization stage. For Li-like ionization stages and lower, all
levels were bundled into superconfigurations; for instance,
all configurations of the type 1s22s22p63sk3pl4sm were
bundled into the same 1K22L83Mk+l4Nm level. For He-like
and H-like Ar, levels were fine-structure-split up through the
n=2 states, and utilized superconfigurations for higher-n
states. We used more detailed modeling for the lowest-n
states as they are more likely to affect the plasma radiative
cooling rates. Excited states up through n=8 were included
for Li-, He-, and H-like ions. This is justified because occu-
pation probabilities for states n=9 and higher states tend to
be small in the compressed core due to continuum lowering
effects. To check whether the level of detail in our Ar atomic
model was sufficient, test calculations were performed with
more detailed atomic models and found to show no signifi-

FIG. 5. Solid curve, calculated time-
dependent radiation drive temperature at capsule
surface. Dotted curve with squares, calculated
Hohlraum temperature based on radiation flux in-
cident on a surface located at the position of
Dante. Dash-dotted curve, same as solid curve,
but with radiation flux reduced by 10%.
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cant difference in results. Line profiles for the Ar K-shell
lines are based on fits to detailed Stark-broadening calcula-
tions �48,49�.

Atomic cross section data were generated using the
ATBASE suite of codes �50�. Energy levels, photoionization
cross sections, oscillator strengths, autoionization rates, and
energy levels are calculated using a configuration interaction
model with Hartree-Fock wave functions. Radiative coupling
between states is considered for all transitions with oscillator
strengths greater than 10−6. Collisional coupling between
states is complete—i.e., all thermal �nonautoionizing� and
autoionizing states are collisionally coupled—with electron-
impact collisional excitation and ionization cross sections
computed using a distorted wave model. Dielectronic recom-
bination processes involving autoionization states of Li-like
ions and higher are treated explicitly, with electron capture
rates determined from detailed balance with their corre-
sponding autoionization rates. For Be-like and lower ioniza-
tion stages, autoionization states are not explicitly included
in the atomic model, and effective dielectronic recombina-
tion rates are utilized.

IV. SIMULATION RESULTS

HELIOS-CR simulations were performed for spherical cap-
sules containing 50 atm of DD �room temperature� with an
Ar dopant concentration ranging from 0 to 10−2 �by number�.
The initial inner radius of the capsule was 220 �m. The shell
containing the fuel was 3 �m CH, overlain by 4 �m PVA
�C2H4O�, and 28 additional �m of CH. In these simulations,
SESAME equations of state were used for each material.
PROPACEOS opacity data were used for CH and PVA at all
simulation times, and for Ar-doped DD prior to the time
when non-LTE collisional-radiative modeling was initiated.
The use of SESAME equation of state data, which assumes
LTE, is justified for the fuel because the Ar dopant concen-
trations are small and the Ar contributes little to the internal
energy and pressure. It is important to note, however, that
even with such small concentrations, the dopant can signifi-
cantly affect radiation energy losses.

Figures 6–11 show results from simulations with an Ar
concentration of 10−3, which was the concentration used in
the OMEGA experiments of Welser et al. Figure 6 shows the
radial positions of the Lagrangian zone boundaries as a func-
tion of time. The outer CH layer is seen to ablate radially
outward, while both the inner CH and PVA layers are accel-
erated inward. The shock moving through the Ar-doped DD
is clearly visible, and reaches the origin at t=1.55 ns. The
fuel is compressed down to a radius of 31 �m, which is �7
times smaller than its initial radius. Figure 7 shows the time-
dependent electron temperature, ion temperature, and elec-
tron density in the central �r=0� zone �top�, along with the
neutron production rate �bottom�. The peak ion temperature
reaches 2.2 keV when the shock reaches the origin. The cen-
tral electron temperature peaks at about 1.3 keV. The elec-
tron and ion temperatures tend to equilibrate at t�1.7 ns, or
about 200 ps after the peak ion temperature is attained. The
central electron density peaks at about 7�1023 cm−3 at a
simulation time of t=1.7 ns. The electron density in the out-

ermost region of the Ar-doped DD, which corresponds to the
highest electron densities in the fuel, is also shown in Fig. 7.
This is seen to peak at 1.4�1024 cm−3. The neutron produc-
tion rate peaks at t=1.7 ns, and provides a time-integrated
yield of 6�108 neutrons. This is slightly higher than the
measured yields in OMEGA experiments, which were 4±1
�108 neutrons.

Figure 8 shows the calculated time-dependent radiative
power emitted from the capsule. The solid curve represents
the total frequency-integrated radiated power, while the
dashed and dotted curves represent the radiated power above
and below 2.0 keV, respectively. The component above
2 keV is dominated by Ar K-shell emission. This is seen to
peak at t=1.7 ns, and has a full width at half maximum of
about 200 ps.

Figure 9 shows computed radial distributions of the elec-
tron temperature �top� and electron density �bottom� at four
simulation times near peak compression. At these times, the
temperatures are highest at the center of the compressed
core, while the electron density tends to be lowest at the
center. Near times of stagnation, pressures are roughly iso-
baric in the core; thus, at locations where temperatures are
high, the densities are correspondingly low. Also shown in
Fig. 9 are electron temperature profiles inferred from the
analysis of emission K-shell spectra and monochromatic im-
ages of Ar He-� and Ly-� emission lines �29,31�. These
temperature profiles are determined using a search and re-
construction method driven by a genetic algorithm. Both the
monochromatic images and spectral measurements obtained
in these experiments were time integrated. At times corre-
sponding to the time near peak x-ray emission �t
�1.6–1.8 ns�, the simulated electron temperatures in the Ar-
doped fuel are in reasonably good agreement with the tem-
peratures inferred from experimental data. At the time of
peak x-ray emission �t=1.7 ns�, the calculated electron tem-
perature profile in the center of the fuel is �10% higher than
the temperature points inferred from time-integrated data.

By postprocessing the HELIOS-CR output with SPECT3D

FIG. 6. �Color online� Positions of Lagrangian zone boundaries
versus time. Red, Ar-doped DD. Green, inner CH layer. Blue, PVA.
Cyan, CH ablator.
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�42�, the simulation results can be directly compared with
experimental monochromatic imaging and spectral data.
SPECT3D is a multidimensional collisional-radiative code that
computes non-LTE atomic level populations over a spatial
distribution of plasma temperatures and densities, and gener-
ates images and spectra that include instrumental resolution
effects. Spectra and images are computed for a virtual detec-
tor plane located at a distance that is large compared to the
size of the capsule. Because the SPECT3D calculations are
performed for temperature and density profiles for a limited

set of time steps from the HELIOS-CR simulations, a more
detailed atomic model for Ar �i.e., energy level structure for
highly excited Li- and He-like autoionization levels� was
used. Time integration effects were included by computing
spectra and images at 0.02 ns intervals from t
=1.5 to 1.9 ns, and integrating the results. The computed
spectra are space-integrated over the imploded core.

Figures 10 and 11 compare calculated time-integrated Ar
K-shell spectra and monochromatic images. In these experi-
ments, time-integrated x-ray spectra and narrowband images
of the implosion core were recorded using a multimonochro-
matic x-ray imager �MMI� �29,32�. The MMI had a spectral
range of �3.2–4.0 keV and a spectral resolution of � /��
�200, and recorded Ly-�, Ly-�, He-�, and He-
 emission
lines and their associated satellites. The MMI was also used
to image the radiation emitted in �E�70 eV bands centered
about the He-� and Ly-� lines. Figure 10 shows that the
calculated spectrum is in good agreement with the measured
spectrum. The relative strengths of the calculated H-like
lines �Ly-� and Ly-�� and He-like lines �He-� and He-
�
agree well with the experimental data, suggesting the com-
puted evolution of the core fuel electron temperature is ap-
proximately correct.

Figure 11 compares calculated time-integrated monochro-
matic images for the Ly-� and He-� lines with experimental
measurements from three nominally identical OMEGA shots.
All results are normalized to have an intensity of 1.0 at the
center of the image. For both the Ly-� and He-� images, the
calculated size of the emission region is larger than in the
experimental imaging data. At the half-maximum intensity,
the calculated radius is �10–30 % larger for the Ly-� line,
and �20–40 % larger for the He-� line. Thus, the larger size

FIG. 7. Top: time dependence
of ion temperature �dotted curve�,
electron temperature �solid curve�,
and electron density �dot-dashed
curve� for the innermost volume
element in the hydrodynamics
simulation. The thin dashed
curved corresponds to the electron
density in the outermost zone of
the Ar-doped DD. Bottom: time
dependence of 2.45 MeV neutron
production rate.

FIG. 8. Radiative power escaping capsule versus time. Solid,
total. Dash-dotted, radiation with photon energies above 2 keV �Ar
K shell�. Dotted, radiation with photon energies below 2 keV.
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of the emitting core in the calculated images suggests that
the electron densities in the HELIOS-CR simulation are a factor
of �1.7–2.2 �i.e., 1.23–1.33� too low. This determination is
consistent with the fact that the calculated width of the
He-
 line is not as broad as in that seen in the experimental
spectrum �h�=3.874 keV in Fig. 10�, and is also consistent
with the preliminary estimate of the electron density profile
reported by Welser et al. �29�, where electron densities
ranged from 1.2�1024 cm−3 at the center of the core to 1.5
�1024 cm−3 in the outer regions of the fuel. Nevertheless,
we consider the plasma conditions predicted by the simula-
tion to be in good overall agreement with the experimental
neutron yield and core plasma data for this baseline case.

Because the incident radiation flux on the capsule is a
calculated quantity, it is of interest to examine the sensitivity
of our radiation-hydrodynamics results to uncertainties in the

radiation drive. To do this, we performed a series of simula-
tions in which the incident radiation flux was reduced by
10% and 20%. �The corresponding drive for the case with a
10% flux reduction is shown in Fig. 5.� Figure 12 shows the
dependence of the peak electron temperature at the core cen-
ter �top� and neutron yield �bottom� on incident radiation flux
multiplier. The peak electron temperature is seen to decrease
by �T=111 and 232 eV when using flux multipliers of 0.9
and 0.8, respectively. Similarly, neutron yields decrease by
factors of 1.8 and 3.8 for the reduced flux cases. We note that
when using a 10% reduction in the flux relative to the base-
line case, the neutron yield is consistent with experimental
measurements �indicated by the shaded area in the bottom
plot�, while the electron temperatures are within about 10%
of the experimentally based values. We caution, however,
that this does not necessarily suggest that the flux on the

FIG. 9. Radial profiles for computed electron
temperature �top� and electron density �bottom�
in the compressed core at four simulation times
near the time of peak x-ray emission. The curves
with symbols in the upper plot are from the
analysis of time-integrated spectral and mono-
chromatic imaging of the argon He-� and Ly-�
emission lines from three different OMEGA
shots. The location of the innermost CH region
can be identified by the abrupt increase in density
at r�30 �m.
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capsule in the experiments was lower than the flux deter-
mined from the view factor simulations, as multidimensional
effects—which are not included in our 1D radiation-
hydrodynamics simulations—also can affect the core tem-
perature and yield.

The results described above suggest that the plasma con-
ditions in the HELIOS-CR simulations are reasonably consis-

tent with those occurring in OMEGA capsule implosion ex-
periments. We next discuss a series of simulations,
performed with inline collisional-radiative modeling, in
which the Ar dopant concentration was varied to examine the
effect of dopant radiation cooling on the compressed core
conditions. Figure 13 shows simulation results for the peak
electron temperatures in the core centers and the neutron

FIG. 10. Comparison of calculated and mea-
sured time- and space-integrated Ar K-shell emis-
sion spectra. The calculated spectrum is con-
volved with an instrumental response of � /��
=200. The spectral range of the MMI is limited to
3.2–4.0 keV.

FIG. 11. Comparison of calculated and measured time-integrated monochromatic x-ray images for �E=70 eV bands centered about the
Ly-� �top� and He-� �bottom� lines
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yield as a function of the Ar dopant concentrations for con-
centrations ranging from 10−4 to 10−2. For a concentration of
10−4, the peak electron temperature and neutron yield are
only 12 eV and 4% lower than in simulations performed
with no argon in the DD core. Figure 13 shows that at a

concentration of 10−3, the cooling due to the Ar dopant leads
to a reduction in the peak electron temperature of about
110 eV and a reduction in the neutron yield by a factor of
1.5. As the concentration increases to 10−2, the electron tem-
perature is reduced by about 240 eV and neutron yield by a

FIG. 12. Peak electron tem-
perature in the center of the com-
pressed core �top� and neutron
yield �bottom� from HELIOS-CR

simulations using flux multipliers
for the incident radiation field
ranging from 0.8 to 1.0. The
shaded area in the lower plot rep-
resents the neutron yields mea-
sured in the OMEGA experiments
of Welser et al.

FIG. 13. Peak electron tem-
perature at r=0 �top� and neutron
yield �bottom� as a function of Ar
concentration in DD fuel from
calculations utilizing inline
collisional-radiative modeling for
Ar dopant.
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factor of 8.6. Thus, for Ar concentrations typically used in
laser- and z-pinch-driven capsule implosion experiments
���1–3��10−3�, our simulations indicate that the radiative
cooling from the Ar dopant leads to a significant �i.e., mea-
surable� reduction in the electron temperature ��Te

�100–200 eV� and neutron yield �a factor of �1.5–3�.
It is also of interest to compare the results of our simula-

tions computed with an inline collisional-radiative model
with those obtained utilizing more commonly used tech-
niques for modeling radiation physics in high-energy-density
plasmas. To do this, we performed a series of calculations

similar to those discussed above, but in which we used mul-
tigroup opacities and radiation transport modeling in com-
puting the emission, absorption, and transport of radiation
through the plasma. As is typically done in radiation-
hydrodynamics codes, the exchange of radiative energy with
the plasma—i.e., radiative heating and cooling rates—is
computed using Planck group mean opacities, while the
transport term in the radiation diffusion equation utilizes
Rosseland group mean opacities. A total of 200 photon en-
ergy groups were used in these calculations. In computing
the group opacities, the appropriate concentration of Ar was
included, and LTE atomic level populations were used.

Figure 14 shows results from the Ar-doped DD multi-
group opacity �MGO� calculations �dashed curves� and the
inline collisional-radiative �CR� calculations �solid curves�.
The influence of the Ar dopant cooling is significantly
greater in the multigroup opacity case. At a concentration of
10−3, the MGO simulations predict the dopant cooling de-
grades the neutron yield by a factor of �3, and reduces the
electron temperature by about 220 eV relative to calculations
with no argon. The reason for the differences between the
CR and MGO results can be seen by examining the spectral
characteristics of the radiation lost by the capsule. Figure 15
shows the radiation flux escaping the capsule as a function of
the photon energy at two simulation times for the CR and
MGO cases. The simulation times 1.6 and 1.7 ns correspond
to times just prior to and near the peak of the Ar K-shell
radiated power for the CR calculation �see Fig. 8�. The graph
on the left shows the emitted flux at photon energies below
1.0 keV. At these photon energies, the differences between
the two calculations are small at both times. The sub-keV
emission is characterized by a pseudo-Planckian that origi-
nates in the CH plasma, which is optically thick at these
photon energies. The graph on the right in Fig. 15 shows the
radiation flux from the capsule at photon energies above
1 keV. This is shown on an expanded scale to more clearly
show the emission spectral characteristics. At these high pho-

FIG. 14. Peak electron temperature at r=0 �top� and neutron
yield �bottom� as a function of Ar concentration in DD fuel. Solid,
inline collisional-radiative results with non-LTE populations; dot-
ted, results with same modeling as inline CR, but with LTE popu-
lations; dashed, multigroup opacity results �LTE�.

FIG. 15. �Color online� Radiation flux escaping capsule at two simulation times �t=1.6 and 1.7 ns� just prior to and near the time of peak
radiative power from the Ar K shell. The left plot shows sub-keV photon energies, while the right shows the spectral emission at photon
energies above 1 keV on an expanded scale to show the Ar K-shell emission in more detail. The results from the simulations with inline
collisional-radiative modeling �solid curves� are compared with results from simulations using standard LTE multigroup opacity modeling.
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ton energies—where the plasma tends to be optically thin
except in the cores of the strongest lines—the differences
between the CR and MGO calculations are more pro-
nounced. In the inline CR calculations, the emission due to
individual bound-bound transitions is well resolved in fre-
quency space. This occurs because the algorithms in the CR
simulation use a frequency grid that adapts at each hydro
time step in a way that resolves relatively strong lines, based
on atomic level populations and oscillator strengths, in the
plasma.

The frequency-integrated power above 1 keV at
1.6–1.7 ns is a factor of 2 to 3 higher in the MGO case
compared to the CR case. The larger radiative losses in the
MGO case, which originate in the high-temperature region of
the Ar-doped DD, led to a reduction in the peak electron
temperature achieved in the compressed core.

The MGO modeling can potentially overestimate radia-
tion losses because of two effects: insufficient resolution in
the photon energy grid; and the assumption of LTE for the
atomic level populations when computing multigroup opaci-
ties. The former depends on the group structure and becomes
more problematic when a relatively small number of fre-
quency groups is used �such as in 2D radiation-
hydrodynamics simulations�. In regard to the latter effect,
radiation losses tend to be overestimated because the emis-
sivities of lines—which depend on the populations of the
upper state �33�—are typically higher when LTE is assumed.
To examine the extent to which non-LTE atomic kinetics
affects the simulation results, we performed a series of simu-
lations similar to the inline CR simulations �i.e., with the
same frequency gridding and radiation transport algorithms�,
but in which we forced the atomic level populations to have
LTE values based on the local electron temperature and den-
sity. Results from the original non-LTE CR calculations, the
MGO calculations, and these LTE calculations are compared
in Fig. 14. The difference between the CR �solid curves� and
LTE �dotted curves� peak temperatures—which are due
solely to the assumption of LTE populations—ranges from
�100 to 200 eV for Ar concentrations ranging from 10−3 to
10−2. The assumption of LTE populations leads to lower
electron temperatures because it overestimates radiative
cooling rates—due to the overestimating of excited state
populations—in the high-temperature Ar. Similarly, neutron
yields are also reduced in the LTE cases, with reductions
being approximately a factor of 2. Thus, the assumption of
LTE alone results in significant inaccuracies in simulated ra-
diative cooling from the compressed core.

V. SUMMARY

We have presented results from 1D radiation-
hydrodynamics simulations of indirect-drive Ar-doped cap-
sule implosions using inline collisional-radiative algorithms
to model the non-LTE kinetics of the dopant. Results were
presented showing the effect of Ar dopant radiative cooling
both on neutron yields and on plasma conditions achieved in
the compressed core. Using drive conditions based on the

results of 3D view factor calculations, we find the simulated
core plasma conditions and neutron yields to be in good
general agreement with monochromatic imaging and spectral
measurements recorded in OMEGA experiments. Calculated
Ar K-shell emission spectra and monochromatic images at
He-� and Ly-� wavelengths were obtained by postprocess-
ing our 1D radiation-hydrodynamics results, and were shown
to be in good agreement with OMEGA experimental data.

Results were presented from a series of simulations in
which the Ar dopant concentration was varied over a range
of 10−4 to 10−2. Additional simulation results were presented
to examine the sensitivity of core temperatures and neutron
yields to uncertainties in the radiation drive, and to assump-
tions in the radiation and atomic physics modeling of the
Ar-doped DD. Our results indicate that, for conditions
achieved in indirect-drive capsule implosion experiments at
OMEGA, the core electron temperature and neutron yield
can be measurably affected by the dopant radiative cooling
when Ar concentrations are �10−3. We also find that calcu-
lations performed using inline non-LTE kinetics modeling
predict reductions in electron temperatures and neutron
yields that are significantly less than those predicted in simu-
lations in which LTE atomic level populations are utilized.
This occurs because when LTE is assumed the populations of
excited states are higher. This in turn leads to overestimates
of dopant emissivities.

Simulations were performed to investigate the character-
istics of the radiation field seen by the capsule. Our 3D view
factor calculations indicate that the radiation drive tempera-
ture seen by the capsule is about 11–13 eV lower than the
Hohlraum radiation temperature inferred by Dante viewing
radiation through a laser entrance hole. This corresponds to a
difference in radiation flux of �25–30 %. This level of dif-
ference is important because in the radiation-hydrodynamics
simulations discussed above, changes of 20% in the drive
flux lead to differences of �200–250 eV in the core electron
temperature and factors of �3–4 in neutron yield.

The role of dopant radiative cooling is also expected to be
important in capsule implosion experiments performed at the
Z pulsed power facility and at the NIF. The size of both
z-pinch-driven capsules and NIF capsules are considerably
larger than those used in OMEGA experiments. The degree
to which dopant radiative cooling affects the conditions in
imploded cores also depends on the fuel temperatures and
density distributions, as well as the dopant element used
�e.g., Kr vs Ar�. The effects of dopant radiative cooling will
be an important consideration in the design and analysis of
these experiments.
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